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ABSTRACT

Intensive efforts are underway across the world to improve the quality of health care. It is important to use evaluation methods to identify improvement efforts that work well before they are replicated across a broad range of contexts. Evaluation methods need to provide an understanding of why an improvement initiative has or has not worked and how it can be improved in the future. However, improvement initiatives are complex, and evaluation is not always well aligned with the intent and maturity of the intervention, thus limiting the applicability of the results. We describe how initiatives can be grouped into 1 of 3 improvement phases—innovation, testing, and scale-up and spread—depending on the degree of belief in the associated interventions. We describe how many evaluation approaches often lead to a finding of no effect, consistent with what has been termed Rossi’s Iron Law of Evaluation. Alternatively, we recommend that the guiding question of evaluation in health care improvement be, “How and in what contexts does a new model work or can be amended to work?” To answer this question, we argue for the adoption of formative, theory-driven evaluation. Specifically, evaluations start by identifying a program theory that comprises execution and content theories. These theories should be revised as the initiative develops by applying a rapid-cycle evaluation approach, in which evaluation findings are fed back to the initiative leaders on a regular basis. We describe such evaluation strategies, accounting for the phase of improvement as well as the context and setting in which the improvement concept is being deployed. Finally, we challenge the improvement and evaluation communities to come together to refine the specific methods required so as to avoid the trap of Rossi’s Iron Law.
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WORLDWIDE, INTENSIVE EFFORTS are underway to improve the quality of health care delivery. The credibility and effectiveness of these efforts, as well as their suitability for replication and spread, are difficult to measure and understand because of poor alignment between the aims of improvement initiatives and the evaluation design. Systematic reviews often find that published studies of improvement initiatives are of poor quality and do not meet current standards used to assess evidence-based health care.1–3 Because improvement initiatives are complex and context sensitive, fixed-protocol randomized controlled trials (the gold standard for evidence-based medicine) are not well suited for the evaluation of improvement initiatives.

Here we describe how improvement initiatives are iterative in nature and can vary depending on whether they are at the initial innovation stage, a more developed testing stage, or at a wider spread stage. We argue that applying a research paradigm and asking the question “Does it work?” may not be helpful for improvement initiatives. Rather, applying an evaluation paradigm can frame the question as, “How and in what contexts does the new model work or can be amended to work?” To answer this question, we propose using theory-driven formative evaluations.

Finally, we argue that the evaluation needs to consider the full path of an improvement intervention, from the activities used to engage participants and change how they act to the expected changes in clinical processes and outcomes.

To illustrate the issues central to the assessment of health care improvement, the story of penicillin is helpful. What can penicillin teach us about innovation, testing, scale-up and spread, and degree of belief in health care improvement? Alexander Fleming, Ernst Chain, and Howard Florey were awarded the Nobel Prize for Medicine in 1945 for their work in the development of penicillin. Of
the 3 scientists, Fleming is the best known. However, it is worth considering the roles played by Chain and Florey.

Fleming, born in Scotland, had investigated the properties of staphylococci for several years. In 1928, he went on vacation, leaving behind a discarded and contaminated petri dish. On his return, he found the substance in the petri dish appeared to have killed the bacteria he had been working on. Fleming isolated what he believed to be the active ingredient in the petri dish that had killed the bacteria and named it penicillin. For the following 10 years, he worked with limited success to produce larger quantities of penicillin and test it for use as a surface antiseptic.

Then, in 1935, at Oxford University, a young German-born scientist, Chain, took an interest in the work of Fleming. Chain teamed up with Florey, an Australian-born professor of pathology. Chain and Florey identified a technique for developing greater quantities of penicillin, sufficient for testing in experiments in infected laboratory mice. They started by testing 3 infected mice, all of which recovered. With these data, their degree of belief in the potential of penicillin increased enough for them to enlist another young Oxford scientist, Norman Heatley. With Heatley, they developed methods of producing penicillin in greater quantities, enabling them to test penicillin in 50 mice. The tests proved so successful that their degree of belief in penicillin was sufficient for them to begin testing in humans. They tested penicillin on 3 people who were predicted to die from bacterial infection. All of them survived. With this evidence, they obtained funding to undertake larger clinical trials, which confirmed the effectiveness of penicillin. As a result, penicillin was produced and administered on a large scale, saving millions of lives. In 1945, Fleming, Chain, and Florey were awarded the Nobel Prize for Medicine.

At the Florey Centenary lecture in 1998, Sir Henry Harris, professor of medicine at Oxford University, said, Without Fleming, no Chain; without Chain, no Florey; without Florey, no Heatley; without Heatley, no penicillin.

Thinking about Harris’s statement in terms of improvement, the above sentence might be reworded to say:

Without Fleming, no innovation; without Chain and Florey, no testing; without Heatley, no wide-scale use of penicillin.

Fleming’s evaluation methods were very different from those used in subsequent testing and wide-scale production. During the innovation phase, the emphasis was on understanding the mechanisms of action, rapid iterative testing of hypotheses, and predictions—the essence of the scientific method. Later, during the testing phase, the emphasis was on increasing the degree of belief in penicillin through careful, small-scale testing in animals, testing in animals under more varied conditions, and then moving to humans. Finally, wide-scale testing (akin to clinical trials) explored whether penicillin could be used in many settings. At each phase, the scientists conducted numerous scientific experiments until they had built a sufficient degree of belief that the changes they made were leading to the outcomes they sought.

In the improvement field, it is assumed that people act according to their degree of belief that an intervention will be effective in their setting. Degree of belief is associated with Bayesian statistical perspectives (Appendix), and later, we discuss how adopting such a perspective is central to designing appropriate evaluations for health care improvement. (Conceptual pragmatism, as described by C. I. Lewis in 1929, draws similarities between improvement methods and Bayesian statistical perspectives.) Although lacking a standard definition in the improvement field, degree of belief is influenced by expert knowledge and opinion, previous experience with this or similar interventions, and new data collected in their setting, indicating whether the intervention is at an innovation, pilot and feasibility testing, or scale-up and spread phase. The innovation phase can be viewed as a process of discovery and description, where descriptive theories are used to detail new models of care. There is a limited degree of belief about whether the model will be generalizable across a broad range of settings (Fig. 1), and testing occurs within a small number of settings. The testing phase, in which degree of belief is moderate, involves testing models in increasingly varied contexts to determine additional settings in which they can be amended to work. In the scale-up and spread phase, the focus is on increasing the adoption of the model in settings in which the prior testing suggested it is likely to bring about improvement. As in the penicillin example, the appropriate evaluation approaches for improvement models will vary across the innovation, testing, and scale-up and spread phases.

**Why New Improvement Ideas Fail So Often**

Donald Campbell was a leading figure in program evaluation in the United States. Since the 1960s, Campbell’s championing of evaluation in public policy led to the wide
establishment of formal evaluation methods. However, in health care, evaluation often entailed only an impact assessment of the overall intervention, with little focus on the processes involved or the context of the participants. This narrow focus led to a perception that interventions that work in initial studies lose their effectiveness as they are implemented widely. This diminishing effect phenomenon has been described in the program evaluation field by Peter Rossi as the Iron Law of Evaluation:

The expected value of any net impact assessment of any social program is zero. This means that our best a priori estimate of a net impact assessment of a program is that it will have no effect.

It also means that the average of net impact assessments of a large set of social programs will crawl asymptotically toward zero.

In health care, Ioannidis found that of 34 interventions that had been replicated, 41% were found to have a smaller effect size or were not found to be effective. In pediatrics, cardiac intensive care units (ICUs) were associated with improved outcomes when first established. As these cardiac ICUs became more widespread, studies reported a diminishing effect on outcomes. One explanation for Rossi’s Iron Law (Fig. 2) is that the effectiveness of an innovation is often based on studies in a small number of settings—for example, the introduction of a rapid response team for patients identified as deteriorating on the floor. The full range of complexity of the innovation may not be fully understood, and a simple but intuitively appealing summary model of the change formed into a fixed protocol—for example, “When a patient has a physiologic early warning score above x, call for 2 ICU nurses and a physician.” Replicating the intervention in other organizations similar in context may be effective in 80% of organizations. At face value, this is a success, and several organizations, varying more in context from the earlier sites, may decide to replicate the model as a fixed protocol. After implementing this protocol, the intervention may now work in 70% of these organizations. Although a lower proportion of organizations found the intervention successful, there may be further attempts to replicate in an increasingly broad range of contexts. The intervention may work in only 50% of these organizations—implying an equal chance that it will or will not work. In terms of Rossi’s Iron Law, the net impact has tended toward zero. This matters in health care improvement.

Figure 2. Reduction in effectiveness of a new improvement idea as it is spread as a fixed-protocol intervention.
because frequently a promising new model is found effective in a small number of settings, but when replicated as a fixed protocol across a broad range of contexts, it is found to be ineffective.19

A strategy of amending models has greater potential to enable spread to a larger number of organizations. This approach calls for evaluation that is theory driven and formative.26 Evaluators must understand the core concepts that underpin the detailed tasks undertaken as part of a new model. The core concepts are more likely to be generalizable to other organizations than the detailed tasks.21 For example, the core concepts associated with a rapid response team may include “use a reliable method to identify deteriorating patients in real time” or “when a patient is deteriorating, provide the most appropriate assessment and care as soon as possible.” As organizations attempt to introduce a new model, they should start with the core concepts. By using examples of what has worked in other settings, they can test approaches for introducing detailed tasks tailored to their local context. In the rapid response team example, several organizations may start with similar core concepts, but they vary in how they apply the early warning scoring or staff the response team.

Improvement methods offer practical approaches for tailoring conceptual models to local contexts.22,23 Improvement teams generally prioritize learning what works in their organization; often they are less interested in initiating a larger-scale quantitative evaluation to demonstrate that their adaptations to the concept are suitable for application across a broad range of settings (generalizability).24 Even in a broader improvement initiative, such as the Breakthrough Series Collaborative, where teams from numerous organizations aim to achieve specific improvement goals, it can be challenging to understand whether success or failure of the improvement initiative related to the new model or to a variety of contextual factors, including the time frame of the collaborative, institutional leadership support and organizational will, local resources and culture, and the ability of organizations to scale up and spread the changes within their system.25-27 Consequently, to increase the chances that findings will be generalizable, formative evaluation aligned with the improvement approach is required. The following section provides guidance for evaluation approaches for health care improvement.

SUGGESTED APPROACHES TO EVALUATION OF HEALTH CARE IMPROVEMENT

As described above, the guiding evaluative question for health care improvement is, “How and in what contexts does the new model work or can be amended to work?” To answer this question, we propose using theory-driven formative evaluations. The specific approach will be informed by 2 primary considerations. The first is the degree of belief in the new conceptual model and whether it is at the innovation, testing, or scale-up and spread phase. If the improvement work is part of a multiorganization improvement initiative, the second consideration is the rationale for the overall approach, including how and to whom to teach improvement methods.

The Kirkpatrick Framework, used to evaluate training programs, is helpful to consider here.28 It describes 4 levels of learning opportunity: 1) experience—what was the participants’ experience? 2) learning—what did the participants learn? 3) behavior—did they modify their behavior? and 4) results—did the organization improve its performance? (Table 1). For an improvement initiative, the Kirkpatrick Framework helps describe a program theory, or a chain of reasoning from the activities involved in an initiative through to the change in processes and outcomes expected. The program theory may also be broken down into an activity-focused execution theory and a clinical-focused content theory.29

Execution theory is defined as the rationale for how the experience provided by the improvement initiative (Kirkpatrick level 1), the teaching delivered (Kirkpatrick level 2), and the learning accomplished leads to improvement in the process measures (Kirkpatrick level 3). For example, consider an initiative aimed at increasing the use of prenatal steroids for pregnant women at risk of premature labor. Here a Breakthrough Series Collaborative may be chosen, with the rationale that it will provide a shared learning experience, where participants will learn about how prenatal steroids are used in similar settings so that they can apply and test these ideas in their own setting.

Content theory is defined as the rationale for how improvement in process measures associated with applying the new model (Kirkpatrick level 3) leads to improvement in organizational performance or patient outcomes (Kirkpatrick level 4). For example, in the above maternal steroids initiative, the theory is that increased use of maternal steroids for mothers at risk of preterm labor will lead to reduced neonatal mortality.

Every evaluation of improvement work should start by seeking clarity on the content and execution theories and the degree of belief in them. For this, an overall program theory, displaying the execution and content theories in the form of a logic model, is helpful and is standard practice in program evaluation.19,30 A logic model provides a framework for clarifying and illustrating how the

<table>
<thead>
<tr>
<th>Kirkpatrick Level</th>
<th>Evaluation</th>
<th>Applicability to Improvement Initiatives</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) Experience</td>
<td>What was the participants’ experience?</td>
<td>Did the participants have an excellent experience working on the improvement project?</td>
</tr>
<tr>
<td>2) Learning</td>
<td>What did the participants learn?</td>
<td>Did the participants learn improvement methods and begin testing?</td>
</tr>
<tr>
<td>3) Process</td>
<td>Did they modify their behavior?</td>
<td>Did participants work differently and experience change in the process measures?</td>
</tr>
<tr>
<td>4) Outcome</td>
<td>Did the organization improve its performance?</td>
<td>Did the participants’ organization improve its outcomes or performance?</td>
</tr>
</tbody>
</table>
activities and inputs associated with a project lead to short-term process improvement (execution theory) and then on to mid- and long-term outcome improvement (content theory). The program theory guides evaluators in developing appropriate research questions and data collection methods, using both qualitative and quantitative methods. Qualitative data indicate what improvement teams are doing and why, where they meet barriers or facilitators to change, and the contexts where success is or is not being achieved and why. Quantitative data illustrate progress toward the goals. These results are used to update the initial program theories. This approach is similar to a Bayesian perspective, where the degree of belief of success of an initial theory is determined and then prospective data are used to update the degree of belief—though, in the case of improvement, the theory may also be updated. Improvement initiatives vary in content, context, and approach, making it difficult to describe approaches to evaluation for every situation. Rather, below, we provide broad guidance on evaluation approaches by improvement phase of innovation, testing, and scale-up and spread.

**Table 2. Summary of Evaluation Aims and Approaches by Improvement Phase**

<table>
<thead>
<tr>
<th>Improvement Phase:</th>
<th>Innovation</th>
<th>Testing</th>
<th>Scale-up and spread</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>What is the aim of the improvement phase?</strong></td>
<td>To generate or discover a new model of care with evidence of improvement in a small number of settings. Example: One or 2 teaching hospitals.</td>
<td>To engage organizations and enable them to test whether a model works or can be amended to work in their context. Example: A broader number of teaching hospitals and some large general hospitals.</td>
<td>To engage organizations to adopt models associated with a high degree of belief in their applicability and impact in a broad range of contexts. Example: A broad number and type of hospitals in a state or country.</td>
</tr>
<tr>
<td><strong>What is the aim of the evaluation?</strong></td>
<td>From a small group of organizations, with limited context, to: • Describe a new content theory. • Provide an estimate of the improvement achieved from applying the content theory. • The degree of belief that the content theory will apply in similar contexts from where it was developed.</td>
<td>From an initial content theory, with moderate degree of belief, to: • Describe an amended content theory. • Provide an estimate of the improvement achieved from applying the amended content theory in specific contexts. The degree of belief that the amended content theory will apply in specific contexts. From an initial execution theory, to: • Describe an amended theory for engaging with organizations in specific contexts to test and amend the content theory in the future. • Provide an estimate of the likely application of testing and amendment of content theory in the future.</td>
<td>From an initial content theory, with high degree of belief that it will apply in specific contexts, to: • Describe any amendments identified in the scale-up and spread phase. From an initial execution theory, to: • Describe an amended theory for engaging with organizations in specific contexts to apply the content theory in the future. • Provide an estimate of the likely uptake of the new content theory in specific contexts in the future.</td>
</tr>
<tr>
<td><strong>What evaluation approaches may be helpful?</strong></td>
<td>A quantitative measurement system that focuses on Kirkpatrick levels 3 and 4, to provide estimates of the impact of variations in the development of the content theory. Clarification of the content theory through qualitative interviews with model developers and those who have tested the model, to draw out the underlying concepts, describe them and indicate how they impact on the results obtained. Regular, rapid-cycle feedback of the findings to the leads of the innovation phase.</td>
<td>A quantitative measurement system that focuses on Kirkpatrick levels 1 to 4, to provide estimates of the impact of amendments to the execution and content theories. Longitudinal quantitative data analysis, including control chart and interrupted time series methods, to provide an estimate of the improvement associated with amended content and execution theories. Randomized cluster and stepped-wedge designs. Recommendations for how to amend content and execution theories through qualitative methods to identify how teams did or did not learn and apply their learning, in their local context. Regular, rapid-cycle feedback of the findings to the leads of the testing phase.</td>
<td>A quantitative measurement system that primarily focuses on Kirkpatrick level 3 and secondarily on level 4, to provide estimates of the impact of amendments to the execution theory. Randomized cluster and stepped-wedge designs. Longitudinal quantitative data analysis, including control chart and interrupted time series methods, to provide an estimate of the improvement associated with an amended execution theory. Recommendations for how to amend the execution theory and point to issues with the content theory through qualitative methods to identify how teams did or did not learn and apply their learning, in their local context. Regular, rapid-cycle feedback of the findings to the leads of the scale-up and spread phase.</td>
</tr>
</tbody>
</table>
the measured improvement achieved as a result of the new model in this context and indicate the degree of belief that the model is likely to apply in other settings. For the rapid response team example, this involves describing the underlying concepts behind the model, the details of how a few organizations implemented it, and the impact on patient outcomes.

The rapid-testing approach to progress in innovation can be challenging to an evaluator. Expertise and training in qualitative methods are essential. It is important to interview model developers and those who tested the initial model in order to draw out the underlying concepts, describe them clearly, and indicate how they impact the results obtained. It is critical to allow the interview responses to be as unrestricted as possible, so that new or unexpected changes or experiences can emerge and be captured. It will also be important to develop a clear quantitative measurement system, to provide accurate estimates of the overall impact of the model and any subsequent amendments.

In this innovation phase, substantial learning generated from the rapidly undertaken testing must be fed directly back into the model building process on a regular basis. When Fleming was developing penicillin, he designed and undertook experiments himself; he did not rely on an external evaluator to perform additional data collection and analysis. In a similar way, innovators may be able to develop and evaluate new models themselves. In the innovation phase, the role of an independent evaluator may be analogous to that of an auditor, who checks that what was done and reported is accurate.

**Testing**

This phase aims to engage organizations to test whether a new model works or can be amended to work in their context (Table 2). Improvement methods and approaches are taught to staff at organizations, with the aim of tailoring a model to their local context. The aim of an evaluation here is to establish in which contexts the new model is likely to work or can be amended to work. In addition, the evaluation will aim to provide an estimate of the likely effect size and an updated degree of belief in the content theory. For the rapid response team example, this involves identifying and describing those contexts in which the model was found to work and with what impact.

If the improvement work is undertaken as part of a wider initiative, such as a collaborative, the aim should be to understand the execution theory and indicate whether it was successful in teaching people improvement methods and having them act on their learning. If not, the evaluation should indicate how the execution theory could be amended in the future. Moreover, it is important to assess at the outset the expected impact of the work and over what time period. To do so, a strong and reliable measurement system is needed. When assessing the content theory, an evaluator needs to measure whether the model, as implemented, resulted in the behavior changes expected in the time period expected (Kirkpatrick level 3). In addition, the evaluator needs to measure whether the model resulted in improvement in organizational performance predicted, in the time period predicted (Kirkpatrick level 4). A qualitative approach, interviewing or observing improvement teams, will help understand how the changes were made, suggest updates to the content theory, and identify potential unexpected consequences.

When assessing the execution theory, it is important to measure whether teams learned and applied according to what was predicted in the initial execution theory (Kirkpatrick levels 2 and 3). Again, qualitative methods can identify how teams did or did not learn and apply their learning, in their local context, to inform updates to the initial execution theory.

To understand whether the new model is effective in a particular context, it is important to ask what would happen if the new model was not introduced (a counterfactual). An individual organization can use longitudinal data analysis, including control chart and interrupted time series methods, to answer this question. For example, the impact of a new model can be calculated from the difference between values predicted from existing trends in data over time and values observed after the new model is introduced. Moreover, with supporting qualitative data that describes how models were introduced, what underpins them, and the influence of unanticipated external factors, the degree of belief in a new model in a particular context can be ascertained. To assess the impact of the wider improvement initiative, an evaluator can estimate the relative impact of the intervention by comparing the results (Kirkpatrick level 3 and 4 measures) with a comparison group of organizations not impacted by the improvement work using a broad range of randomized approaches, for example, clustered randomized designs and stepped-wedge designs.

Last, the evaluation and improvement teams must communicate openly and frequently while still protecting the independence of the evaluator in assessing results. This will allow the evaluator to understand the program and the improvement teams to incorporate rapidly what the evaluation recommends on a regular basis. Such a rapid-cycle evaluation approach will, if appropriate, allow for midcourse adjustments to the content and execution theories. Alternatively, the evaluation may reveal that the new model has little impact outside of the narrow context of organizations within which it was originally developed.

**Scale-up and Spread**

In the scale-up and spread phase, the focus is on adopting models where there is a high degree of belief in their applicability and impact in a broad range of contexts (Table 2). Here, the content theory is likely to be well tested and substantial amendment is unlikely. The primary focus is on the execution theory, specifically on the methods used to apply the model in local settings (Kirkpatrick level 3). For example, the Door-to-Balloon Alliance used a variety of approaches to attract interest in and engage organizations in the campaign, which resulted in substantial improvements in process measures associated with acute myocardial infarction care.

The aim of the evaluation in this phase is to assess whether the improvement activities associated with the
execution theory worked as predicted and resulted in increased uptake of the model—and how, if necessary, the execution theory may be amended to increase uptake in the future.

Evaluators addressing the scale-up and spread phase of an improvement initiative will need to develop a strong measurement system focused on process measures (Kirkpatrick level 3) and on what people learned from the scale-up and spread methods (Kirkpatrick level 2). An evaluator should also utilize some measurement aimed at assessing overall impact (level 4), especially if monitoring unintended consequences is a concern.

Qualitative approaches are more challenging to undertake at the scale-up and spread phase. Substantial resources would be required to undertake in-depth interviews or to employ ethnographic approaches with all participating organizations. A purposive subgroup sampling approach is more appropriate to gain understanding of how the execution theory has or has not worked in a range of settings and, if necessary, suggest how it may be amended in future spread initiatives.

Similar to the testing phase, a rapid-cycle evaluation approach can provide regular feedback into the ongoing improvement work.

**Conclusions**

We recommend that the guiding question for those planning to undertake evaluation of health care improvement be, “How and in what contexts does a new model work or can be amended to work?” Evaluators seeking to answer this question will need to understand whether the improvement work is at the innovation, testing, or scale-up and spread phase. We recommend improvement initiatives clarify a program theory that comprises execution and content theories, illustrated by a logic model. Evaluators may wish to apply the Kirkpatrick Framework in understanding the interplay between the improvement phase and evaluation approach. Finally, we recommend that evaluations account for the iterative nature of improvement work and are undertaken prospectively, generating learning applicable to ongoing improvement efforts and enabling midcourse adjustments to the program theory. We also recommend that improvement initiatives are resourced to include a trained program evaluation researcher to conduct this work.

Here we provide a general approach to undertaking formative, theory-based evaluations of iterative improvement initiatives. To establish this as a more common approach to evaluate improvement initiatives, we must challenge the improvement and academic evaluation communities to come together to provide more details. For example, we need a more standard taxonomy for improvement concepts and context, defined degree of belief and refined specific methods that can provide us with a prediction of how and where new models will work best, and what the cost and quality benefits will be. With this input, there is a greater chance that funders will commission studies based on this approach and that research describing what it takes to achieve improvement in health and health care are more likely to be published. Overcoming this challenge will require innovation, but it is vital if the health system is to move forward and avoid the trap of Rossi’s Iron Law.
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